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Abstract Light-trail is an efficient and feasible technology
for IP transport over all-optical networks. The proposition of
light-trails for all-optical networks has demonstrated a num-
ber of advantages over other paradigms such as Wavelength
Routing (WR), Optical Burst Switching (OBS) and Opti-
cal Packet Switching (OPS). This article tackles the routing
problem of light-trails with the solution objective of mini-
mizing the number of needed light-trails to accommodate an
offered traffic matrix. We present two enhancements to the
Integer Linear Programming (ILP) formulation of the rout-
ing problem. We also propose a computationally efficient
routing heuristic for use with static and incremental traffic
models. The heuristic is based on routing flows one-by-one.
This is done by assigning a set of attributes to each flow and
to each network path. The flow attributes are used to deter-
mine the order in which flows are presented to the routing
algorithm. The path attributes are used to determine which
path is selected to route the flow at hand. The efficiency of
the proposed heuristic is confirmed using example problems
of different network topologies.
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1 Introduction

Present DWDM transport networks are circuit-based
backbones carrying TDM, ATM, Ethernet and IP services as
overlay networks. This architecture served well as a multi-
service transport technology with mature standards in place.

The emergence of converged IP-based services such as
triple-play and IP Multimedia Subsystem (IMS) [1] has urged
carriers to exploit the benefits of a consolidated IP/MPLS
backbone to bring down both capital and operational
expenses.

A number of frameworks have been proposed targeting a
transport technology that is packet-based and yet provides for
efficient use of the inherent circuit-switching nature of wave-
length channels offered by DWDM. These are: wavelength
routing networks with electronic grooming (lightpaths) [3],
Optical Burst Switching (OBS) [4] and Optical Packet
Switching (OPS) [5].

In [6], the framework of light-trails was shown to be supe-
rior to lightpaths, OBS and OPS in terms of being technolog-
ically feasible, allowing for faster service provisioning time,
grooming of sub-wavelength demands and adapting to the
bursty nature of IP traffic. A brief explanation of the light-
trail technology is given below. More details are available in
[2, 6, 14].

Light-trails are based on the use of a drop-and-continue
sharing scheme of a wavelength channel. Upstream nodes can
transmit to downstream nodes but not vice versa. The follow-
ing description is per wavelength; the mentioned components
are replicated for each wavelength carried on a physical net-
work link.

Using a drop coupler, a node couples a portion of the
optical energy into its own local receiver. Using an add cou-
pler, any node on the light-trail can transmit traffic to down-
stream neighbours; only the interested downstream node shall
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Fig. 1 Architecture of a light-trail node

process the incoming traffic. If more than one node transmits
on the light-trail, a mechanism should be used to arbitrate the
access (see discussion below on bandwidth arbitration).

Each node is equipped with an optical shutter that can be
either switched on or off to either allow the optical signal to
further propagate downstream or to be blocked at the given
node. The nodes at the two ends of a light-trail (termed the
convener and end nodes) configure their shutters to the OFF
state for the whole lifetime of a light-trail such that the sig-
nals transmitted by light-trail nodes remain confined to it and
subsequently allowing for spatial re-use of the wavelength by
other light-trails. Figures 1 and 2 illustrate the concept [2].

While the node architecture in Figs. 1 and 2 is simple
enough to illustrate the concept; it is only applicable for nodes
with a connectivity degree of two and is thus only usable in
line or ring topologies. Two other architectures of a light-
trail node for use in mesh networks with higher connectivity
degree are given in [10] using wavelength-selective power
blockers, and in [11] using optical space switches.

Bandwidth arbitration on the light-trail can be either static
TDM (round robin or weighted round robin) [12] or stochas-
tic using a MAC protocol [13]. In this article, we assume
static TDM arbitration with the transmission time allocated
to each node on the light-trail proportional to its demand.
When routing several flows on a certain light-trail, we put
a constraint that the sum of their traffic demands does not
exceed the capacity of the light-trail wavelength channel.

We address the problem of routing flows on a light-trail
network in a way that maximizes the grooming of sub-
wavelength demands by minimizing the number of signalled
light-trails. Better grooming in light-trail networks not only

implies more efficient use of network resources such as wave-
lengths and transceivers, but also provides for considerably
faster service provisioning time compared to lightpath or
OBS schemes. Routing a new flow on an existing light-trail
does not involve any optical switching but merely requires
the exchange of out-of-band (OOB) control packets over the
Optical Supervisory Channel (OSC) among the participant
nodes of the already established light-trail to accommodate
the traffic of the new flow.

In [11], electronic grooming of flows is allowed; that is
a flow can traverse more than one light-trail with electronic
grooming performed at a downstream node that is common
to two intersecting light-trails. We do not consider the elec-
tronic grooming as it implies additional cost and precludes
rate and protocol transparency. We only consider the groom-
ing in the sense of routing flows in a way that packs as many
flows as possible on a light-trail for better utilization of its
wavelength.

Routing with a static traffic model is a problem in which all
offered flows are given before a solution technique starts rout-
ing them. Routing with an incremental traffic model is a prob-
lem in which no knowledge of future demands is assumed
when making the routing decision for the newly requested
flow. We assume for the incremental problem that the lifetime
of accepted flows is very long such that no flows terminate
before routing the whole set of given flows.

Throughout the article, we will refer to the routing prob-
lem with static traffic model as the static problem and will
refer to the routing problem with incremental traffic model
as the incremental problem.

The rest of this article is organized as follows: in Sect.
2, a simple example is used to present the problem termi-
nology used throughout the article. In Sect. 3, we outline
the general approach used to solving the light-trail routing
problem. Section 3 also includes the ILP formulation of the
static problem as derived in [6] and presents two proposed en-
hancements to the problem formulation. This is followed by
a presentation of the proposed heuristic as applied to the sta-
tic and incremental problems. Section 4 includes the results
of applying our heuristics to sample problems and compare
their quality with ILP solution. Section 5 discusses future
work and concludes the article.

Fig. 2 Three nodes in a
light-trail configuration
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Table 1 An example demand
matrix

From/To 1 2 3 4

1 0 5 2 7
2 10 0 17 8
3 30 20 0 35
4 0 5 11 0

1 3 4

2

Fig. 3 An example network topology

2 Problem terminology

We use the topology in Fig. 3 to describe the used terminology
throughout the article. A sample demand matrix is given by
Table 1.

The capacity of a light-trail is equal to the bit rate of its
wavelength channel. As in [6], we assume the unit of traf-
fic demand to be equivalent to the speed of an OC-1 signal
(51.84 Mbps) and we also assume all wavelength channels
to be having the same speed of OC-48 signal (2.48 Gbps).
Therefore, the capacity of each wavelength channel is equal
to 48 traffic demand units.

We define the set of eligible paths for a flow as the set of
paths in which every member path includes both the source
and destination nodes of a flow and in which the source node
is upstream with respect to the destination node. For example,
the eligible paths for the flow (4 → 1) are (4 → 2 → 1),
(4 → 3 → 1), (4 → 2 → 3 → 1), (4 → 3 → 2 → 1),
(3 → 4 → 2 → 1) and (2 → 4 → 3 → 1). The set of
eligible paths depends on the allowed maximum hop count
of a path; if we restrict the hop count of used paths to two
hops, the set of eligible paths for the flow (4 → 1) becomes
only (4 → 2 → 1) and (4 → 3 → 1).

Similarly, we define the set of eligible flows for a path
as the set of flows with both of their source and destination
nodes belonging to the path with the source node upstream
with respect to the destination node. For example, the eligible
flows for the path (2 → 4 → 3 → 1) are (2 → 4), (2 → 3),
(2 → 1), (4 → 3), (4 → 1) and (3 → 1).

We define a path to be saturable if the sum of traffic
demands of its eligible flows exceeds its capacity. The eligible
flows of path (3 → 2 → 4) are (3 → 2), (3 → 4) and
(2 → 4) with a total traffic demand of 63 units (> 48). There-
fore, the path (3 → 2 → 4) is said to be saturable; while the
flow (1 → 3) is the only eligible flow for the path (1 → 3)

with a traffic demand of 2 (< 48). Therefore, the path (1 → 3)
is not saturable.

Different light-trails passing by the same network link
must use different wavelengths. Each light-trail occupies the
same single wavelength on all links between its start and end
nodes. Therefore, the number of occupied wavelength links
by a light-trail is equal to its hop count. The total number
of wavelength links occupied by a certain routing solution is
equal to the sum of hop counts of the signalled light-trails.

Finally, we note that maximum grooming is achieved if
every occupied wavelength channel is used to its full capacity.
A simple, yet potentially loose, lower bound (MinNumLTs)
for the number of light-trails that need to be established to
carry the offered demand matrix can then be computed as:

MinNumLTs =
∑

f ∈F

D f

C
(1)

where C is the capacity of a wavelength channel in traffic
demand units, D f is the traffic demand of flow f , and F is
the set of all offered flows.

3 Solution approach

Figure 4 outlines the overall approach that we follow for
solving the light-trail routing problem. As proposed in [6],
we use Depth First Search (DFS) to enumerate all possible
network paths up to a certain hop limit. The eligibility rela-
tions among enumerated paths and flows are then determined
to generate a set of eligible paths for each flow and a set of
eligible flows for each path.

For the static problem, the used routing algorithm can
be based on either solving an ILP as in [2, 6, 15] to obtain
optimal results or using some heuristic that provides near-
optimal results but at a much less computational cost. Our
contribution includes two enhancements to the ILP formu-
lation proposed in [6] and a routing heuristic that gives a
near-optimal solution.

For the incremental problem, it is computationally expen-
sive to use ILP techniques as an ILP needs to be solved for
each incoming flow. Therefore, we only use the proposed
heuristic when solving the incremental problem.
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Fig. 4 Overall solution approach

3.1 ILP solution

The problem formulation in [6] is given as follows:

– Parameters:
For the given directed graph G(V, E), N = |V |, let P be
the set of all paths discovered by DFS within a hop limit
of H, Pf to be the set of eligible paths for flow f , and
Fp to be the set of eligible flows for path p. We assume
D f ≤ C for all flows as we are only considering demands
of fractional wavelength capacity to assess the grooming
efficiency of light-trail networks.

– Variables:

– µ
p
f : binary variable, route indicator, takes a value of 1

if flow f takes path p; zero otherwise.
– δ p: binary variable, path usage indicator, takes a value

of 1 if path p is used by any flow; zero otherwise.

– ILP Formulation:
Objective:

min
∑

p∈P

δ p (2)

Assignment constraints: Each flow is assigned to one and
only one path.

∑

p∈Pf

µ
p
f = 1 ∀ f, D f > 0 (3)

Capacity constraints: The total amount of traffic routed on
a light-trail should not exceed its wavelength capacity.

∑

Fp

µ
p
f D f ≤ C (4)

Usage constraints: If any flow is assigned on light-trail
p, δ p is set to 1; otherwise, if none of the flows picked
light-trail p, δ p = 0. Recall that δ p is a binary variable.

δ p ≥ µ
p
f ∀ f ∈ F, p ∈ P (5)

δ p ∈ {0, 1} , p ∈ P (6)

In Sects. 3.1.1 and 3.1.2, we propose two enhancements to
the above problem formulation.

3.1.1 Removing redundant constraints

We propose an enhancement to the ILP formulation in [6]
by making use of the saturable path definition given in Sect.
2. If a path is not saturable, then there is no need to include
a capacity constraint for it in the ILP formulation. This can
greatly reduce the number of capacity constraints and, hence,
the overall problem size. Using the modified ILP formula-
tion, we were able to reduce the solution time of the routing
problem in [6] from 2,146 to 1,117 s (about 48% less). The
solution was obtained using the open source GLPK library
[7] on a Pentium M 2 GHz processor with 1 GB of RAM.

3.1.2 Narrowing the search space

Considering the lower bound in (1), we reduce the solution
space by adding the below constraint on the objective value
to the problem formulation:
∑

p∈P

δ p ≥ MinNumLTs (7)

Upon adding the constraint (7); a large number of sub-
problems were readily fathomed and it took relatively less
running time for GLPK to find the integer optimal solution.

3.2 Proposed heuristic

The objective of the proposed heuristic is to route the offered
traffic using the least number of light-trails. The proposed
heuristic operates on two steps. On the first step, the list of
offered flows is sorted based on the defined flow attributes.
The first step is only usable with the static problem. On the
second step, the offered flows are routed one-by-one by the
order determined in step 1. On routing a flow, the set of
eligible paths with enough spare capacity is determined and
then sorted based on the defined path attributes to determine
the light-trail over which the flow is routed. Figure 5 shows
the flowchart of the proposed heuristic.
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Fig. 5 Flowchart of the proposed heuristic

3.2.1 Problem attributes

The algorithm makes use of a number of static and dynamic
attributes. We define static attributes as the attributes whose
values are known prior to running the routing algorithm.
These values do not change as flows are being routed. In
contrast, dynamic attributes are continually updated during
the course of the algorithm upon the routing of each flow.

Following is a list of used attributes:

Static path attributes:
EFp : Number of eligible flows for path p.

EFp = ∣∣Fp
∣∣ (8)

EDp: Eligible demand for path p; this is the sum of traffic
demands of the eligible flows for path p.

EDp =
∑

f ∈Fp

D f (9)

Static flow attributes:
EP f : Number of eligible paths for flow f .

EP f = ∣∣Pf
∣∣ (10)

D f : Demand of flow f .

Dynamic path attributes:
RFp: Number of flows routed on path p.
RDp: Routed demand for path p, this is the sum of traffic
demands of the flows routed on path p.

For the static problem; the algorithm makes use of all
the above attributes to route each flow on one of its eligible
paths. When solving the incremental problem, the algorithm
can only make use of dynamic attributes.

3.2.2 Step 1. Ordering of offered flows

Given the list of flows to be routed, one can arbitrarily select
the next flow to be routed. This arbitrary selection is the
only option when solving the incremental problem as there
are no dynamic flow attributes. However, when solving the
static problem, our results show that taking the above flow
attributes into account has a considerable effect on bringing
the routing results closer to the optimal ILP solution.

Therefore, only in the case of the static routing problem,
our heuristic computes the values of the flow attributes for
each flow on the flow list and then sorts the list of flows in a
way that is computationally efficient while boosting the like-
lihood of sharing common light-trails among routed flows.

Considering the number of eligible paths (EP f ), we note
that this attribute represents the allowed degree of freedom
when making the routing decision for a flow. It is thus prefer-
able to begin routing the flows with a limited degree of free-
dom. This would later allow flows with more eligible paths to
prefer the already occupied paths for better sharing of light-
trails. Therefore, we sort the list of flows in the ascending
order of EP f and then select the flow on top of the list.

Considering the demand (D f ), if flows with lower val-
ues of demand were routed first; then it is more likely for
flows with higher demand to be routed later on separate light-
trails rather than sharing the already occupied light-trails. The
reason is that already occupied light-trails are less likely to
have enough capacity to accommodate such flows with high
demand value. Therefore, we start routing the flows with
higher demand first by sorting the list of flows in the de-
scending order of D f and then selecting the flow on top of
the list.

To avoid sorting the list of flows with multiple attributes;
we reduce the computational complexity of the sorting func-
tion by combining both flow attributes, using a weighted sum,
in one flow-preference attribute (Q f ) as follows:

Q f = WD × D f − WEP × EP f (11)

where WD, WEP > 0
A higher value of Q f implies a higher value of D f and a

lower value of EP f . Therefore, a single sorting operation of
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the flow list in the descending order of Q f achieves similar
effect as sequential sorting based on the two flow attributes.

Setting the values of weights WD and WEP allows the al-
gorithm to determine which attribute (D f or EP f ) to be used
as the primary sorting attribute. Deciding which attribute to
be the primary sorting key is critical to the quality of the ob-
tained routing solution. We propose a simple rule for making
this decision by first computing:

EPmin = min
f ∈F

EP f (12)

We choose EP f to be the primary sorting key of the flow
list if EPmin is less than MinNumLTs given by (1). The rea-
soning is that if EPmin is higher than the minimum number
of routes used to carry the offered flows; then most flows
should have a sufficient number of eligible paths to be routed
on. The effect of the EP f attribute is thus less significant than
the D f attribute which should then be used as the primary
sorting key.

Having an attribute as the primary sorting key requires its
weight to exceed the maximum difference between any two
values of other attributes with their weights set to unity.

If D f is to be used as the primary sorting key (that is
EPmin > MinNumLTs), the weights are calculated as:

WEP = 1, WD = �EPmax + 1 (13)

where �EPmax = EPmax − EPmin, EPmax = max
f ∈F

EP f

If EP f is to be used as the primary sorting key (that is
EPmin < MinNumLTs), the weights are calculated as:

WD = 1, WEP = �Dmax + 1 (14)

where �Dmax = Dmax − Dmin, Dmax = max
f ∈F

D f , Dmin =
min
f ∈F

D f .

3.2.3 Step 2. Routing of ordered flows

Having selected the flow ( f ) to be routed next; the algorithm
proceeds to select an eligible path (p) with enough spare
capacity. As with the flow ordering process, the list of eligible
paths is sorted, using the path attributes, in a way that is
both computationally efficient and is favourable of routing
more flows on highly shared paths rather than using separate
underutilized paths.

Considering a path p, a higher value of EDp and EFp

indicates that the path is more likely to be selected for future
flows implying a better opportunity of capacity sharing. A
higher value of RDp and RFp indicates that the path has
been already used to route more past flows; again implying
more preference for selecting it to boost capacity sharing.

To avoid sorting with multiple attributes, we combine the
path attributes using a weighted sum in one path-preference
Q p attribute as follows:

For the static problem:

Q p = WRD × RDp + WRF × RFp + WED × EDp

+WEF × EFp (15)

For the incremental problem:

Q p = WRD × RDp + WRF × RFp (16)

where WRD, WRF, WED, WEF > 0
A higher value of Q p implies a higher value for all path at-

tributes. Therefore, sorting the eligible path list in the
descending order of Q p achieves the preference objectives
of path selection.

Setting the values of weights WRD, WRF, WED and WEF

allows the algorithm to tune which attribute is most prevalent
in making the routing decision. Our results have shown no
significant effect of the attributes that are based on the num-
ber of flows ( EFp and RFp). Using a value of unity for the
WEF and WRF had no effect on the obtained results. This is
consistent with the fact the actual network capacity is limited
in terms of the channel bit rate capacity rather than the num-
ber of flows per channel. We are thus left with the attributes
RDp and EDp.

Intuitively, the algorithm should always prefer paths with
more used capacity when routing a new flow. However, when
routing the first few flows, the used capacity (RDp) is still
zero for most paths. Using random tie breaks for those initial
routing decisions greatly degrades the quality of the final
routing results as the algorithm tends to pack all remaining
flows on the initial randomly selected routes. It is therefore
critical to make use of the amount of eligible traffic attribute
(EDp) as a guiding parameter for the initial routing decisions.

Our algorithm adopts to the former consideration by set-
ting the weights (WED and WRD) in a way that allows the
EDp attribute to be the primary sorting key for initial flows
and then switches to using the RDp attribute as the primary
sorting key once it begins to have non-zero values. Therefore,
the weights are calculated as:

WRF = WEF = WED = 1 (17)

WRD = �EDmax + 1 (18)

where �EDmax = EDmax −EDmin, and EDmax = max
p∈P

EDp,

EDmin = min
p∈P

EDp.

It is worth noting that the value of Q p has the potential
to be the same for multiple paths when selecting the path
to route the current flow. This is especially more probable
for the initial flows when solving the incremental problem,
where Q p is typically zero in (16). In such cases, the heuristic
arbitrarily breaks the tie to select a path leading to results
that are further from optimal as compared to the results of
the static problem.
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Fig. 6 Computing the number of eligible paths per flow

3.2.4 Complexity analysis

Proposition The running time complexity of the algorithm
described in Fig. 5 is O(N 2d H−1log d), where d is the max-
imum connectivity degree of a network node and H is the
limit on the hop count of DFS discovered paths.

Proof In step 1, the list of flows is sorted according to the cal-
culated flow-preference (Q f ) given by (11). The Maximum
number of unidirectional flows in any problem is N (N − 1);
that is O(N 2).Thus, thefirstsortingoperationis O(N 2log N ).

In step 2, the algorithm loops over all flows to route them
one-by-one; so this loop is executed O(N 2) times. In each
iteration of this loop; the algorithm sorts the eligible paths
per flow according to the calculated path-preference (Q p)
given by (15) (or (16) for the incremental traffic case). This
sorting operation have a running time of O(EP f log EP f ).
Therefore, the running time of the two steps is:

O(N 2 log N ) + O(N 2 EP f log EP f ) (19)

On solving the incremental problem, only step 2 is per-
formed and only the second term of (19) applies then. We
need to derive O(EP f ) to substitute in (19). We prove that
EP f is O(H3d H−1).

Let d be the maximum node degree over all network nodes;
let h be the hop count of a path. The derivation follows by
considering Fig. 6 which shows the number of eligible paths
passing by the source (S) and destination (T) nodes of a flow
for the case of h = 3.

We see that the number of eligible paths for a flow from
node S to node T is equal to 3(d − 1)2 + 3d(d − 1) which
is O(6d2). We generalize this to the case of any value of
h by considering that each row in Fig. 6 corresponds to a
different position of the nodes S and T. The number of such
rows for a path of h hops is computed as follows: Among

(h+1) nodes; node S can take one of h positions ranging from
top upstream to penultimate downstream position. When S
is the top upstream node; there can be h possible positions
for T and when S is the next to top upstream node; there
can be h − 1 positions for T and so on until S is in the
penultimate downstream position where T can only take the
single position of the most downstream node. Thus, similar
to Fig. 6, the number of rows for h hops:

h + (h − 1) + · · · + 2 + 1 ⇒ (h + 1)h/2 (20)

For each specific placement of S and T nodes, the remain-
ing number of nodes is h−1 nodes. Each node can be selected
in O(d) times; therefore there is O(dh−1) paths for each spe-
cific placement of S and T nodes, which corresponds to one
row in Fig. 6. Given (20), we conclude that the number of
eligible paths of a hop count of h for a flow f is O(h2dh−1).
Therefore, for a hop limit of H :

O(EP f ) ≡ O

(
H∑

h=1

h2dh−1

)
≡ O(H3d H−1) (21)

Substituting (21) in (19), the worst-case running time of the
proposed heuristic for the static problem is:

O(N 2 log N ) + O(N 2 H3d H−1 log(H3d H−1)) (22)

Hop count (H ) is typically a limited constant; the second
term of (22) can be reduced as:

O(N 2 H3d H−1 log (H3d H−1)) ≡ O(N 2d H−1 log d) (23)

Substituting (23) in (22); the worst-case running time for the
static problem is:

O(N 2 log N ) + O(N 2d H−1 log d) (24)

As (d H−1 log d > log N ) for typical network topologies,
then only the second term of (24) dominates. Furthermore,
the complexity of the incremental problem only involves the
second term of (24) which completes the proof. �	

4 Results

In this section, we solve three problems using both ILP and
heuristic techniques. As discussed in Sect. 3.2.3, the results
of both incremental and static problems is generally depen-
dent on the initial ordering of offered flows and discovered
network paths due to the possibility of making some rout-
ing decisions based on random tie breaks. This fact is more
pronounced when solving the incremental problem in which
only the dynamic attributes counts to the value of Q p.

To assess that our results are not specific to a particu-
lar initial ordering of those lists, we solve each problem 10
times with a different randomized order for each run. We
report the result parameters in terms of their average values
and the percentage ratio of standard deviation to the average
value.
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Fig. 7 A 10-node mesh network from [6]

We report the following parameters for a routing solution:

1. Number of signalled light-trails to carry the offered traffic,
2. Number of signalled light-trails carrying 95% of the

amount of offered traffic, and
3. The total number of wavelength links used by the sig-

nalled light-trails.

4.1 Problem 1. A 10-node mesh network

Figure 7 and Table 2 give the network topology and traffic
matrix used in [6], respectively. We assume a hop limit of
four hops when discovering network paths using DFS.

The optimal solution routes the offered traffic over 13
light-trails [6]. Using the proposed heuristic, the total traffic
was routed over 20 light-trails for the static traffic case. How-
ever, more than 94% of the offered traffic was routed over
the same optimal number of 13 light-trails. Table 3 gives the
routing result of the static problem.

Manual inspection of the routing results reveals that the
routing decision for some flows did not serve the purpose of
the algorithm. For example, flows (3,1) and (4,2) could have
been routed on a single light-trail (4,3,2,1). However, this is
an expected “glitch” of the algorithm due to the initial routing
decisions attempting to increase the likelihood of more flows
sharing the same light-trails. For initial flows, the decision
is only based on the amount of eligible demand (EDp) as

Table 2 Traffic matrix of the
network in Fig. 7

From/To 1 2 3 4 5 6 7 8 9 10

1 0 5 11 10 4 5 4 6 6 10
2 8 0 5 5 1 3 1 11 7 2
3 3 0 0 3 0 2 9 4 10 9
4 8 2 11 0 11 6 11 6 9 4
5 11 7 7 6 0 11 3 2 9 9
6 8 9 7 5 4 0 11 8 10 9
7 9 7 11 9 1 10 0 4 11 2
8 6 0 10 4 2 4 4 0 2 9
9 2 9 10 2 6 9 9 8 0 9

10 11 0 10 0 8 10 8 11 4 0

Table 3 Static traffic routing
result using the proposed
heuristic on the network in Fig.
7

No. Path Carried Flows Load

1 (5,1,6,7,9) (1,6)(1,7)(5,6)(5,7)(6,9)(1,9)(5,9) 48
2 (5,1,6,8,10) (5,1)(8,10)(6,10)(1,10)(5,10) 48
3 (9,7,6,2,3) (7,2)(2,3)(6,3)(9,6)(9,2)(9,3) 47
4 (9,10,8,5,1) (8,5)(9,8)(9,10)(10,1)(9,1)(10,5)(9,5) 46
5 (9,10,8,6,7) (8,6)(8,7)(10,8)(9,7)(10,7)(10,6) 46
6 (10,8,7,4,3) (4,3)(7,3)(8,4)(8,3)(10,3) 46
7 (3,4,7,9,10) (7,10)(3,4)(3,7)(4,10)(4,9)(3,9)(3,10) 46
8 (2,6,8,7,9) (6,7)(2,6)(7,9)(2,8)(2,7)(8,9)(2,9) 46
9 (3,4,7,6,8) (6,8)(7,6)(7,8)(4,7)(3,6)(4,8)(3,8) 45

10 (4,7,6,1,5) (1,5)(7,1)(6,5)(7,5)(4,6)(4,1)(4,5) 43
11 (5,1,6,2,3) (6,2)(1,2)(5,2)(1,3)(5,3) 39
12 (5,1,6,7,4) (7,4)(6,4)(1,4)(5,4) 30
13 (2,1,6,8,10) (1,8)(2,1)(2,10) 16
14 (2,6,8,5,1) (6,1)(8,1)(2,5) 15
15 (2,3,4) (2,4) 5
16 (10,9) (10,9) 4
17 (3,4,7,6,1) (3,1) 3
18 (4,7,6,2) (4,2) 2
19 (5,8) (5,8) 2
20 (9,10,8,7,4) (9,4) 2
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Table 4 Parameters (Avg.,
%SD) of routing results of the
network in Fig. 7

Problem No. of used LTs No. of LTs carrying 95% of traffic No. of used wavelength links

Optimal 13 13 52
Static (Table 3) 20, 0% 14, 0% 71, 0%
Incremental 26.9, 6.8% 21.3, 7% 91.7, 4.2%

Table 5 Traffic matrix M1 of
NSFNET topology From/To 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 0 4 0 25 1 42 1 2 0 1 1 0 0 2
2 1 0 0 1 2 28 0 9 1 0 39 0 0 1
3 34 0 0 0 2 2 6 15 27 2 2 0 0 1
4 1 2 1 0 2 18 0 1 0 44 1 2 1 2
5 1 0 2 40 0 0 40 1 0 1 1 1 2 1
6 0 2 2 2 1 0 0 2 1 2 1 13 40 31
7 1 0 0 2 36 0 0 19 20 1 1 10 1 1
8 18 2 0 2 0 2 0 0 29 1 2 1 37 1
9 0 23 1 24 0 1 31 3 0 28 0 1 2 0

10 25 1 2 1 34 0 1 3 2 0 2 0 2 0
11 1 1 45 0 0 0 1 38 0 0 0 1 0 1
12 0 0 46 1 2 1 1 1 2 1 2 0 0 39
13 2 1 0 1 2 2 2 2 10 0 36 37 0 2
14 1 46 1 0 1 0 1 0 1 2 0 26 0 0

1 

0 

6 

2 

4 
3 

5 

9 

13  

11  12  

8 7 

10  

Fig. 8 NSFNET topology

the amount of routed traffic on all eligible paths is still zero.
Table 4 and Fig. 9 show the routing results.

4.2 Problem 2. NSFNET model

Figure 8 shows the 14-node NSFNET network given in [8].
We assume a hop limit of four hops.

We solve this problem two times with two different traffic
matrices with varying demand intensities derived from [8].
On solving the ILP problem for both cases; GLPK could not
find the optimal integer solution in a reasonable running time.
Therefore, we had to use the achieved feasible solution after
a sufficiently high number of iterations (20 millions).

We use a similar idea as in [8] to generate the first traffic
matrix, Table 5, which captures a situation where most of the
network traffic is concentrated among 42 pairs, with little
traffic among the remaining ones. The achieved ILP solution
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Fig. 9 Results for 10-node mesh network in Fig. 7

used 30 light-trails. The static traffic heuristic was able to use
an average of 44.7 light-trails over 10 runs. Table 6 and Fig.
10 show the routing results.

The second traffic matrix, Table 7, corresponds to a mea-
sured traffic distribution taken from [9] with traffic distrib-
uted more evenly over a large number of source-destination
pairs. The achieved ILP solution used 33 light-trails. Solving
the static problem using the proposed heuristic; we were able
to route the offered traffic over an average of 40.7 light-trails.
Table 8 and Fig. 11 show the routing results.
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Table 6 Parameters (Avg.,
%SD) of routing results of the
NSFNET topology using traffic
matrix M1

Problem No. of used LTs No. of LTs carrying 95% of traffic No. of used wavelength links

ILP (non-optimal) 30 28 117
Static 44.7, 2.1% 28.8, 1.5% 161.6, 1.6%
Incremental 49.6, 6.5% 31.3, 2.6% 166.1, 4.7%

Table 7 Traffic matrix M2 of
NSFNET topology From/To 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 0 2 2 0 0 0 0 2 2 0 0 2 0 0
2 6 0 6 2 6 4 2 8 2 8 2 18 4 6
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 2 8 0 2 2 2 2 2 2 2 4 0 2
5 0 32 10 2 0 2 6 30 12 10 0 38 6 4
6 0 4 2 4 2 0 2 2 2 2 0 2 0 2
7 2 12 48 2 12 4 0 48 10 12 2 34 0 16
8 2 30 48 6 12 2 46 0 22 16 6 24 4 8
9 4 10 18 4 12 4 12 28 0 18 8 48 12 2

10 0 16 6 2 12 6 4 28 4 0 4 10 4 2
11 0 2 2 2 0 0 2 2 2 4 0 2 0 2
12 2 12 2 4 12 2 4 20 14 12 6 0 2 2
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 2 14 8 6 18 6 4 14 4 0 2 0 6 0

Table 8 Parameters (Avg.,
%SD) of routing results of the
NSFNET topology using traffic
matrix M2

Problem No. of used LTs No. of LTs carrying 95% of traffic No. of used wavelength links
ILP (non-optimal) 33 30 117
Static 40.7, 1.2% 28.7, 1.7% 141.3, 1.3%
Incremental 50.1, 6.3% 35.7, 6.3% 160, 6.2%
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Fig. 10 Results of NSFNET with traffic matrix M1
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Fig. 11 Results of NSFNET with traffic matrix M2
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5 Conclusion and future work

Light-trails provide a technologically feasible alternative for
the efficient use of DWDM channels when transporting IP
traffic. Proper routing of traffic flows is essential to the es-
tablishment of light-trails carrying more flows per DWDM
channel and thus achieving higher utilization.

We have proposed two enhancements for reducing the
number of constraints and narrowing the search space of the
ILP formulation of the light-trail routing problem. We have
also proposed a heuristic that is based on multi-attribute sort-
ing of both the set of offered flows and the set of available
network paths. The worst-case running time complexity of
the proposed heuristic was derived.

Our heuristic gives near-optimal results in terms of the
number of light-trails used to carry the offered traffic. It
has also been able to pack more 95% of the offered traffic
within a number of light-trails that is very close to the optimal
minimum. We have also applied our heuristic to the case of
incremental problem where we were able to only make use of
the dynamic path attributes when selecting the best path for
the new flow. As expected, incremental traffic solutions were
further from optimal comparing to the static traffic results.

Our future work involves porting the proposed heuristic to
the survivable routing problem where each flow is assigned
to two link-disjoint paths for backup purposes against link
failures.
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