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Abstract—Light-trail is an efficient and feasible technology for
IP transport over all-optical networks. The propostion of light
trails for all-optical networks has demonstrated anumber of
advantages over other paradigms such as WavelengfRouting
(WR), Optical Burst Switching (OBS), and Optical Paket
Switching (OPS). This paper tackles the routing prblem of light-
trails with the solution objective of minimizing the number of
needed light-trails to accommodate an offered traf€ matrix. We
present two enhancements to the Integer Linear Pragmming
(ILP) formulation of the routing problem. We also propose a
computationally efficient routing heuristic for use with static and
incremental traffic models. The efficiency of the poposed
heuristic is confirmed using example problems of dfierent
network topologies.

Index Terms—all-optical networks, IP over optical, light trails,
traffic grooming

I. INTRODUCTION

RESENT DWDM transport networks are circuit-based

backbones used to transport TDM, ATM, Ethernet, dhd
services as overlay networks. This architecturgesemell as
a multi-service transport technology with maturansiards in
place.

The emergence of converged IP-based services ssich a

triple-play and IP Multimedia Subsystem (IMS) [2shurged
carriers to exploit the benefits of a consolidatedMPLS
backbone that would bring down both of their cdpéad
operational expenses.

A need has, therefore, emerged for a transporntdoby
that would achieve an efficient use of all-opticedtworks
when carrying IP traffic.

A number of frameworks have been proposed targeting ! ® ):)' o IC( @ ):)-:43—:{< 0 ):)J"_
packet-based transport technology that would stihke ! ' ! ' : ! ! : !

efficient use of the inherent circuit-switching wet of
wavelength channels offered by DWDM. These are lyain
wavelength routing networks (lightpaths) [3], OptiBurst
Switching (OBS) [4], and Optical Packet Switchil@RS) [5].

In [6], the framework of light-trails was shown toe
superior to lightpaths, OBS, and OPS in terms oihde
technologically feasible, allowing for faster sewi
provisioning time, grooming of sub-wavelength dedgrand
adapting to the bursty nature of IP traffic. A bexplanation
of the technology is given below. More details available in
[1], [6], and [14].

Light-trails are based on the use of a drop-andhcoe
sharing scheme of a wavelength channel. Upstreatesncan
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transmit to downstream nodes but not vice versae Th
following description per-wavelength; the mentioned
components are replicated for each wavelengthezhron a
physical network link.

Using a drop coupler, a node couples a portion hef t
optical energy into its own local receiver. Using add
coupler, any node on the light-trail can transmiffic to
downstream neighbors; only the interested downstreade
will process the incoming traffic.

Each node is equipped with an optical shutter taat be
either switched on or off to either allow the optisignal to
further propagate downstream or to be blocked atdiven
node. The nodes at the two ends of a light-traitnied the
convener and end nodes) configure their shutteth@cOFF
state for the whole lifetime of a light-trail suttat the signals
transmitted by light-trail nodes remain confined itoand
subsequently allowing for spatial re-use of the elangth by
other light-trails. Figures 1 and 2 illustrate twncept [1].
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Fig. 1: Architecture of a light-trail node
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Fig. 2: Three nodes in a light-trail configuration

While the node architecture in Figures 1 and 2inspke
enough to illustrate the concept; it is only apglile for nodes
with a connectivity degree of two and is thus ongable in
line or ring topologies. Two other architecturesadfght-trail
node for use in mesh networks with higher connégtlegree
are given in [10] using wavelength-selective poWwkrckers,
and in [11] using optical space switches.

Bandwidth arbitration on the light-trail can be heit
stochastic [12] or static TDM (round robin or wetigth round
robin) [13]. In this paper, we assume static TDMitmation
with the transmission time allocated to each naul¢he light-
trail proportional to its demand. On routing seVédiavs on a
certain light-trail, we put a constraint that thers of their
traffic demands does not exceed the capacity ofigihe-trail
wavelength channel.



The paper tackles the problem of routing flows olight-
trail network in a way that maximizes the groomimigsub-
wavelength demands by reducing the number of sighal
light-trails.

Better grooming in light-trail networks not only jhes
more efficient use of network resources such aseleagths
and transceivers but also provides for considerdhbter
service provisioning time comparing to lightpath GBS
schemes. Routing a new flow on an existing lighi-tdoes
not involve any optical switching but merely regir¢he
exchange of out-of-band (OOB) control packets otrex
Optical Supervisory Channel (OSC) among the padici
nodes of the already established light-trail toomemodate the
traffic of the new flow.

In [11], electronic grooming of flows is allowedhat is a
flow can traverse more than one light-trail witheatonic
grooming performed at a downstream node that isncomto
both light-trails. We do not consider the electoogrooming
as it implies additional cost and precludes raté protocol
transparency. We only consider the grooming indbese of
routing flows in a way that packs as many flowgassible on
a light-trail for better utilization of its wavelgth.

Routing with a static traffic model is a problenwihich all
offered flows are given before a solution technicstarts
routing them. With an incremental traffic modele thouting
problem is one in which no knowledge of future dadwis
assumed when making the routing decision for thelye
requested flow. We assume for the incremental prokthat
the lifetime of accepted flows is very long suchttho flows
terminate before routing the whole set of giverwBo

In the rest of the paper, we will refer to routipgpblem
with static traffic model as the static problem. Wil refer to
the routing problem with incremental traffic modas the
incremental problem.

The rest of this paper is organized as followssention II,
we use a simple example to present the problemirietogy
to be used throughout the paper. In section Ill,ontine the
general approach used to solving the light-trailtirgy
problem. In section 1V, we give the ILP solutiontbg static

TABLE I: AN EXAMPLE DEMAND MATRIX

From/To| 1 | 2 | 3 | 4
1 0| 5| 2| 7
2 10| 0 | 17| 8
3 30(20| 0 | 35
4 0| 5|11| 0

The capacity of a light-trail is equal to the spexdits
wavelength channel. We assume the unit of traffimand to
be equivalent to the speed of an OC-1 signal (581Bgs) and
we also assume all wavelength channels to be haliengame
speed of OC-48 signal (2.48 Gbps). Therefore, &pacity of
each wavelength channel is equal to 48 traffic demanits.

We define the set ddligible paths for a flonas the set of
paths that includes both the source and destinataies of a
flow and in which the source node is upstream wépect to
the destination node. The eligible paths for th&f(2—1) are
(2 »3-1) and (2>4—3-1).

Similarly, we define the set aligible flows for a pathas
the set of flows with both of their source and thedton nodes
belonging to the path with the source node upstredth
respect to the destination node. The eligible fléevsthe path
(2—54—3—1) are (2>4), (2-3), (2-1), (4-3), and (3-1).

We define a path to bsaturableif the sum of traffic
demands of its eligible flows exceeds its capadite eligible
flows of path (3-2—4) are (3-2), (3—4), and (2»4) with a
total traffic demand of 63 units (> 48). Therefotke path
(3—2—4) is said to be saturable; while the flow+3) is the
only eligible flow for the path (3>3) with a traffic demand of
2 (<48). Therefore, the path-{3) is not saturable.

Different light-trails passing by the same netwbink must
use different wavelengths. Each light-trail occepibe same
single wavelength on all links between its stad and nodes.
Therefore, the number of occupied wavelength libls a
light-trail is equal to its hop count. The total mioer of
wavelength links occupied by a certain routing Sofu is
equal to the sum of hop counts of the signaled-igils.

Finally, we note that maximum grooming is achievéd
every occupied wavelength channel is used to itcépacity.

problem as formulated in [6]; we also present twe simple, yet potentially loose, lower bourldiNumLT$ to

enhancements to the problem formulation. In sectiorwe
discuss the proposed heuristic as applied to thgcsand
incremental problems. In section VI, we give thsutts of
applying our heuristics to sample problems and ampheir
quality with ILP solution. Section VIl discussedfte work
and concludes the paper.

Il. PROBLEM TERMINOLOGY

We use the topology in Fig. 3 to describe the used

terminology throughout the paper. A sample demaattiris
given by Table I.

o

Fig. 3: An example network topology

the number of light-trails that need to be esthklisto carry
the offered demand matrix can then be computed as:
MinNumLTs=>" D /C
fOF
WhereC is the capacity of a wavelength channel in traffic
demand unitsDy is the traffic demand of floW, andF is the
set of all offered flows.

(1)

Ill.  SOLUTION APPROACH

Fig. 4 outlines the overall approach that we folléov
solving the light-trail routing problem.
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Fig. 4: Overall solution approach

As proposed in [6], we use Depth First Search (DfS)
enumerate all possible network paths up to a cehap limit.
The eligibility relations among enumerated pathd #ows
are then determined to generate a set of eligiatkespfor each
flow and a set of eligible flows for each path.

For the static problem, the used routing algorittem be
based on either solving an ILP [1], [6], and [1B] dbtain
optimal results or using some heuristic that presidhear-
optimal results but at a much less computationat.cOur
contribution includes two enhancements to the
formulation proposed in [6] and a routing heuristiat gives a
near-optimal solution.

In contrast, it is computationally expensive to U&®
techniques for the incremental problem as an IL&daehen
to be solved for each incoming flow. Therefore, evdy use
the proposed heuristic when solving the incremeraiblem.

The objective of the routing algorithm is to enharz
performance metric such as the total number ofadaghlight-
trails or the total number of used wavelength links

IV. ILP SoLUTION
The problem formulation in [6] is given as follows:
- Parameters:
For the given directed gra@(V,E),N = |V| let P be the
set of all paths discovered by DFS within a hopitliofi H, Py

to be the set of eligible paths for fldwandF, to be the set of
eligible flows for pattp. We assum®; < C for all flows as we

are only considering demands of fractional wavelleng

capacity to assess the grooming efficiency of tigail
networks.
- Variables:

,ufp: binary variable, route indicator, takes a valdiel af
flow f takes patlp; zero otherwise.

0" : binary variable, path usage indicator, takeslaevaf 1
if pathp is used by any flow; zero otherwise.
- ILP Formulation:

3

Objective: minZ:cp x P (2)
pOP
Whenc® = 1, the objective is to minimize the number of

signaled light-trails to carry the offered traffic.
Assignment Constraint€ach flow is assigned to one and
only one path.

pmzppfpzl OfOF, Dy >0 (3)
f

Capacity constraintsThe total amount of traffic routed on
a light-trail should not exceed its wavelength aitya

Z,Ufo <C (4)

Usage constraintsif any flow is assigned on light-traj,
0P is set to 1; otherwise, if none of the flows pickieght-trail
p, 0° = 0. Recall thato® is a binary variable.

o >uf 0O fOF,pOP (5)

5" ooz, porp (6)
In sections IV-A, IV-B; we propose two enhancemetats
the above problem formulation.

A. Removing Redundant Constraints

We propose an enhancement to the ILP formulatiof]in
by making use of the saturable path definition giiresection
II. If a path is not saturable, then there is nechto include a
capacity constraint for it in the ILP formulatiofthis can

II_Igreatly reduce the number of capacity constraints aence,

the corresponding time for solving the ILP. Usinbet
modified ILP formulation, we were able to reduce #olution
time of the routing problem in [6] from 2,146 sederio 1,117
seconds (about 48% less). The solution was obtaised) the
open source GLPK library [7] on a Pentum M 2 GHz
processor with 1 GB of RAM.

B. Narrowing the Search Space

We have noticed that the optimal solution of théidh
relaxed LP gives a value of the objective functibat is far
below the expected optimal value of the ILP solutio
Consequently, the subsequent B&B algorithm had nsofe
problems to check in order to find the optimal solu and,
potentially, to verify optimality even after reanbi the
objective value corresponding to the optimal integggution.

Considering the lower bound in (1), we reduce thleton
space by adding the below constraint to the problem
formulation

D cPx 5P =2 MinNumLTs @)
pOP
Upon adding the constraint (7); a large number uf-s
problems were readily fathomed and it took reldyiviess

running time for GLPK reach the integer optimalusiain.

V. PROPOSEDHEURISTIC

The objective of the proposed heuristic is to rotlie
offered traffic using the least number of lightidsa The
proposed heuristic operates on two steps. On thiesfiep, the
list of offered flows is sorted based on the belflow



attributes. On the second step, the offered floves rauted
one-by-one by the order determined in step 1. Quting a
flow, the set of eligible paths with enough spaapacity is
determined and then sorted based on the belowagttihutes
to determine the light-trail over which the flowrisuted. Fig.
5 shows the flowchart of the proposed heuristic.

Set of eligible paths Set of eligible flows
per each flow per each path

|Compute the static attributes of all flows and all pathsl

l Sort the list of flows I

I Select flow (f) on top of the list of flows I

Compute the dynamic attributes for each
eligible path for the selected flow

v

| Sort the list of eligible paths |

[ Select the path (p) on the top of the list of paths ]

4' Route flow (f) on path (p) I

Fig. 5: Flowchart of the proposed heuristic

A. Problem Attributes
The algorithm makes use of a numbestattic anddynamic

4
RD,: Routed demand for paghwhich the sum of traffic
demands of the flows routed on path

For the static problem; the algorithm makes usalbthe
above attributes to route each flow on one oflitgl#e paths.

When solving the incremental problem, the algorittan only

make use of dynamic attributes.

B. Step 1: Ordering of Offered Flows

Given the list of flows to be routed, one can adily
select the next flow to be routed. This arbitragiestion is the
only option when solving the incremental problemitahere
are no dynamic flow attributes. However, when sujvihe
static problem, our results have shown that takiveyabove
flow attributes into account has a considerablesatffon
bringing the routing results closer to the optimhd? solution.

Therefore, only when solving the static problem,r ou
heuristic computes the values of the flow attrisuter each
flow on the flow list and then sorts the list obils in a way
that is computationally efficient while boostingethikelihood
of sharing common light-trails among routed flows.

Considering the demand4, if flows with lower values of
demand were routed first; then it is more likely flows with
higher demand to be routed later on separate tigiis- rather
than sharing the already occupied light-trails. Thason is
that already occupied light-trails are less likelyhave enough
capacity to accommodate such flows with high demaaide.
Therefore, we start routing the flows with highenthnd first
by sorting the list of flows in the descending ardé D; and
then select the flow on top of the list.

Considering the number of eligible pattE)), we note that
this attribute represents the allowed degree afdiven when
making the routing decision of a flow. It is thuseferable to
begin routing the flows with a limited degree afddom. This
would later allow flows with more eligible paths poefer the
already occupied paths for better sharing of lighis.

attributes. We definstatic attributes as the attributes whosel herefore, we sort the list of flows in the ascegdorder of

values are known prior to running the routing aiidon.

EP; and then select the flow on top of the list.

Dynamic attributes are continually updated during tourse
of the algorithm upon the routing of each flow
Following is a list of used attributes:
Static path attributes:
EF, : Number of eligible flows for patp.

Eﬁﬂﬁ‘ ®)

ED,: Eligible demand for patp which is the sum of
traffic demands of the eligible flows for path

ED, = > D, 9)
fOF,
Static flow attributes:
EP; : Number of eligible paths for flofv
Eeﬂa\ (10)

D; : Demand of flowf.
Dynamic path attributes:
RF,: Number of flows routed on pafh

we reduce the computational complexity of the sgrti

function by combining both flow attributes, usingvaighted

sum, in ondlow-preferencaattribute () as follows:
k= Wp x Dt - Wep X EP

WhereWp Wep > 0

A higher value ofQ; implies a higher value of tHe; and a
lower value of theEP. Therefore, sorting the flow list in the
descending order d; achieves the above sorting objectives
of both flow attributes.

Setting the values of weightd, and Wgp allows the
algorithm to determine which attribut®s(or EP;) to be used
as the primary sorting attribute. Deciding whictriatite to be
the primary sorting key is critical to the qualdf/the obtained
routing solution. We propose a simple rule for makihis
decision by first computing:

EPmin = MiN EP;

(11)

(12)

We choosé&P; to be the primary sorting key of the flow list
if EPnin is less tharMinNumLTsgiven by (1). The reasoning
behind this rule is that iEP,, is higher than the minimum



5
number of routes used to carry the offered flohgnt most Intuitively, the algorithm should always prefer Ipatwith
flows should have a sufficient number of eligibleths to be more used capacity when routing a new flow. Howewdren
routed on. The effect of th&P; attribute is thus less routing the first few flows, the used capaciBDy) is still zero
significant than thé; attribute which should then be used asor most paths. Using random tie breaks for thaséal

the primary sorting key.
To have a certain attribute to be the primary sgriey, its
weight must be higher than the maximum differenetviben

routing decisions greatly degrades the quality ted final
routing results as the algorithm tends to packrathaining
flows on the initial randomly selected routes. dttherefore

any two values of other attributes with their wegh critical to make use of the amount of eligible fi@aattribute

normalized to unity.
If Dy is to be used as the primary sorting key (th&Hs;, >
MinNumLT$, the weights are calculated as:
Wep =1, Wp =AEPy+ 1 (13)
Where:

A EPmax = EPmax— EPnin, EPmax = rpDa'-:XEPf
If EP;is to be used as the primary sorting key (th&Rs;,

< MinNumLT3, the weights are calculated as:

Wo = 1,Wep = A Dpax + 1 (14)

Where:

A Dmas=Dmasx—Dhmin, =Maxps  Dmin = MIN
max— ~max min Dmax f0F Df Dm|n fDFDf

C. Step 2: Routing of Ordered Flows

Having selected the flow)(to be routed next; the algorithm
proceeds to select an eligible path) (ith enough spare

capacity. As with the flow ordering process, the &f eligible
paths is sorted using the path attributes. Thespsiiould be
selected in a way that is both computationallycéfit and is
favorable of routing more flows on highly-sharedhsarather
than using separate underutilized paths.

Considering a patlp, a higher value ofED, and EF,
indicates that the path is more likely to be selédor future

(EDy) as a guiding parameter for the initial routingid®ns.
Our algorithm adopts to the former consideratiorseiting
the weights \\ep and Wgp) in a way that allows thé&D,
attribute to be the primary sorting key for inititdbws and
then switches to using tHRD, attribute as the primary sorting
key once it begins to have non-zero values. Thesefthe

weights are calculated as:

Whre = Wer = Wep =1 (17)
Wrp = A EDpax+ 1 (18)

Where:
AEDray=EDmax—EDrin, EDmax = np"IDaPXEDp » EDmin = TD'Q EDp

It is worth noting that the value @f, has the potential to be
the same for multiple paths when selecting the patfoute
the current flow. This is especially more probafde the
initial flows when solving the incremental problemhere Q,
is typically zero in (16). In such cases, our h&tigirandomly
breaks the tie and arbitrarily selects a path.

D. Complexity Analysis

Proposition: The running time complexity of the algorithm
described by Fig. 5 ©(N*d"log d) where d is the maximum
connectivity degree of a network node and H isliimit on
the hop count of DFS discovered paths.

flows implying a better opportunity of capacity shg. A Proof: The heuristic starts by sorting the list of flows
higher value oRD, andRF, indicates that the path has beeraccording to the calculated flow-preferen®) @iven by (11).
already used to route more past flows; again inmglynore The Maximum number of unidirectional flows in ampplem

preference for selecting it to boost capacity stuari

To avoid sorting with multiple attributes, we coméithe
path attributes using a weighted sum in one patfiepenceQ,
attribute as follows:

For the static problem:

Qp=Wrp*RDy+WreXRF,+WepXED+WeexEF,  (15)
For the incremental problem:
Qp=WrpXRDy+WrpXRF, (16)

Where:Wkp, Wrr, Wep, Wee > 0

A higher value ofQ, implies a higher value for all path

attributes. Therefore, sorting the eligible patbt lin the

is N(N-1); that isO(N?). Thus, the first sorting operation is
O(Nog N).

Next, the algorithm loops over all flows to roukemn one-
by-one; so this loop is execut@N?) times. In each iteration
of this loop; the algorithm sorts the eligible patber flow
according to the calculated path-preferer@g ¢iven by (15)
(or (16) for the incremental traffic case). Thisrtew
operation have a running time G{EP; log ER). Therefore,
the running time of the proposed heuristic is:

O(N%og N) + O(N? EP; log ER) (19)

Solving the incremental problem does not involveisg of

descending order d@, achieves the preference objectives ofhe flow list and hence its order of complexity pimcludes

path selection.

Setting the values of weight®kp, Wkrr, Wep, and Wee
allows the algorithm to tune which attribute is npeevalent
in making the routing decision. Our results havewah no
significant effect of the attributes that are basadhe number
of flows (EF, andRF,). Using a value of unity for thé/r and
Wie had no effect on the obtained results. This isstant
with the fact the actual network capacity is lirdit@ terms of
the channel bandwidth rather than the number ofsIper
channel. We are thus left with the attribuii3, andED,,.

the second term of (19).

It then needed to deriv@(EP;) and then substitute in (19).
Let d be the maximum node degree over all network nddes;
h be the hop count of a path. We prove Bt is O(H3d™™).
The derivation follows by considering Fig. 6 whishows the
number of eligible paths passing by the source #8{
destination (T) nodes of a flow for the casdnef 3.
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Fig. 6: Computing the number of eligible paths faw

We see that the number of eligible paths for a fioom
node S to node T is equal to &%)° + 3 d(d-1) which is
0(6d%). We generalize this to the case of any valud iy
considering that each row of Fig. 6 corresponda thfferent
position of S and T nodes. The number of such rfowa path

6
Noting that d "Yog d> log N, for typical network
topologies,
Furthermore, the complexity of the incremental fpeabonly
involves the second term of (24) which completespioof.

VI. RESULTS

In this section, we solve three problems using bbkhand
heuristic techniques. As discussed in section \th€,results
of both incremental and static problems is gengdgipendent
on the initial ordering of offered flows and disevgd network
paths due to the possibility of making some routiiegisions
based on random tie breaks. This fact is more proced
when solving the incremental problem in which orhe
dynamic attributes counts to the valueQf

To assess that our results are not specific to racplkar
initial ordering of those lists, we solve each peof 10 times
with a different randomized order for each run. Wport the
result parameters in terms of their average vahmes the
percentage ratio of standard deviation to the @eevalue.

We report the following parameters for a routintuson:

1- Number of signaled light-trails to carry the offeéreaffic,

2- Number of signaled light-trails carrying 95% of the
amount of offered traffic, and

3- The total number of wavelength links used by tlymaied
light trails.

Many other parameters may be reported using oue cod

such the maximum number of used wavelengths; waalo
include them here due to lack of space.

of h hops is computed as follows: Amortg-0) nodes; node S A. Problem 1: A 10-node Mesh Network

only the second term of (24) dominates.

can take one oh positions ranging from top upstream to Fig. 7 and Table Il give the network topology amalfftc
penultimate downstream position. When S is thewjggtream matrix used in [6] respectively. We assume a hapt Ibf 4
node; there can Hepossible positions for T and when S is thenops when discovering network paths using DFS.

next to top upstream node; there carnidepositions for T and

so on until S is in the penultimate downstream tpmsiwhere

T can only take the single position of the most dstream
node. Thus, similar to Fig. 6, the number of roashfhops:

h+((h-1)+..+2+1= (h+1)hR2 (20)

For each specific placement of S and T nodes, the
remaining number of nodes is1 nodes. Each node can be
selected irD(d) times; therefore there &(d™) paths for each
specific placement of S and D nodes which corredpan one
row of Fig. 6. Given (20), we conclude that the ibem of

i —/
Fig. 7: A 10-node mesh network from [6]

TABLE II: TRAFFIC MATRIX OF THE NETWORK OFFIG. 7

eligible paths of a hop count &f for a flow f is O(h?d™). FrOT/TO é é 131 140 i g Z g 2 18
Therefore, for a hop limit afi: > 8101515131117 12
H g 3 3][oJo[3]0o]2]9]4]10[9

O(EPf)EO(Zh d")=0orHd™ (21) 4 |s[2[11fo[11]6]11[6]9 4

oy 5 [u7]7]e]o11[3]2]9]9

Combining (19) and (21), the worst-case runningetiaf g g 3 171 g ‘11 100 101 2 1(1) g
the proposed heuristic for the static traffic cisse 8 6lol0lal21alalol219
O(N%og N) + O(N*H3d™Yog (H3d™™Y)) (22) 9 |2]9[10[2[6]9]9[8 09

Hop count H) is typically a limited constant; the second 10 ]11/0]10|0|8]10/8]11]4 |0

term of (22) can be reduced as:
O(N*H3d"™!log (H3d™™)) = O(N*d"log d) (23)
Substituting (23) in (22); the worst-case runninget for
the static problem is:
O(N%og N) + O(N’d "*log d)

The optimal solution routes the offered traffic b8 light-
trails [6]. Using the proposed heuristic, the taiaffic was
routed over 20 light-trails for the static traffiase. However,
more than 94% of the offered traffic was routedrahe same
optimal number of 13 light-trails. Table Il givéke routing
result of the static problem.

(24)



TABLE Ill: STATIC TRAFFIC ROUTING RESULT USING THE
PROPOSED HEURISTIC ON THE NETWORK dHG. 7

No] Path Carried Flows Load
1](5,1,6,7,9)(1,6)(1,7)(5,6)(5,7)(6,9)(1,9)(5,9) | 48
2 {(5,1,6,8,10)(5,1)(8,10)(6,10)(1,10)(5,10) 48
31(9,7,6,2,3](7,2)(2,3)(6,3)(9,6)(9,2)(9,3) 47
4 1(9,10,8,5,1)(8,5)(9,8)(9,10)(10,1)(9,1)(10,5)(D,8%

5 1(9,10,8,6,7)(8,6)(8,7)(10,8)(9,7)(10,7)(10,6) 46
6 /(10,8,7,4,9)(4,3)(7,3)(8,4)(8,3)(10,3) 46
7 {(3,4,7,9,10)(7,10)(3,4)(3,7)(4,10)(4,9)(3,9)(3/|10%
81(2,6,8,7,9)(6,7)(2,6)(7,9)(2,8)(2,7)(8,9)(2,9) | 46
9 |((3,4,7,6,8)(6,8)(7,6)(7,8)(4,7)(3,6)(4,8)(3,8) 45
10[(4,7,6,1,5)(1,5)(7,1)(6,5)(7,5)(4,6)(4,1)(4,5) | 43
11[(5,1,6,2,3)(6,2)(1,2)(5,2)(1,3)(5,3) 39
12|(5,1,6,7,4)(7,4)(6,4)(1,4)(5,4) 30
13[(2,1,6,8,10)(1,8)(2,1)(2,10) 16
14](2,6,8,5,1)(6,1)(8,1)(2,5) 15
15| (2,34) [(2,4) 5
16| (10,9) [(10,9) 4
17](3,4,7,6,1)(3,1) 3
18| (4,7,6,2)| (4,2) 2
19| (5,8) [(5,8) 2
20[(9,10,8,7,4)(9,4) 2

Manual inspection of the above results could retieal the
routing decisions for some flows did not serve plepose of
the algorithm. As an example, flows (3,1) and (¢@)Id have
been routed on a single light-trail (4,3,2,1). Hoee this is an
expected “glitch” of the algorithm operation duethe initial
routing decisions endeavoring to increase the ilikeld of
more flows sharing the same light-trails. The deciss only
based on the amount of eligible traffic of suchhgatoting
that, initially, the amount of routed traffic onl glaths is
typically zero.

TABLE and Fig. 8 show the routing result parametdrhe
three solutions (optimal, static, and incremental).

TABLE IV: PARAMETERS OF ROUTING RESULTS OF THE
NETWORK OFFIG. 7

Problem/ Parameter 8 No. of used
Value as “avg. (%std. No.Lc_>|1_‘ Sused Noégz/(l)_l'fs tcr::frﬁrzlng wav_elength
dev.) links
Optimal 13 13 52
Static (Table IIl) 20 (0%) 14 (0%) 71 (0%)
Incremental 26.9 (6.8% 21.3 (7%) 91.7 (4.2%)

B. Problem 2: NSFNET Model

7

Therefore, we had to use the achieved feasibldisolafter a
sufficiently high number of iterations (20 millions

We use a similar idea as in [8] to generate th& fraffic
matrix, Table V, which is based on randomly sefegté42
flows with a demand value uniformly distributed o0y8, 48)
while allocating a demand value uniformly distriéditover
(0,2) to other flows. This captures a situation hmost of
the network traffic is concentrated among 42 paiigh little
traffic among the remaining ones. The achieved $bRition
used 30 light-trails. The static traffic heuristi@s able to use
an average of 44.7 light-trails over 10 runs. TABlaRd Fig.
8 shows the routing result parameters of the tisadations
(optimal, static, and incremental)

TABLE V: TRAFFIC MATRIX M1 OF THE NETWORK OF FIG8

From/Tof1 |2 |3 [4|5|6|7|8]910|11]|12|13|14
1 0[4][0|251|42/1|(2]0] 1] 1] 0] 0f 2
2 1/{0/0]1] 2/280]9[1[0/390]0]1
3 34/0|/ 0] 0| 2] 2| 6] 15272 2] 0] 0] 1
4 1(2|1]0] 2/180]|1]0[44/1]2]|1]2
5 1/0| 2|40 0040|202 1]1] 2] 1
6 0|22 2|1 00 2214 2 1 130(31
7 1/0/0]2[360|]0]19(20{1|1]10{1]1
8 18/2|10[ 2] 0] 2] 0] 0] 291 2]|1|371
9 0[23]/1|24/0]1(31/3]|]0|28/0|1]2]|0O0
10 251112134 0]1|3]2] 02 0 220
11 1[1/450]0|0]1|380|0j0]1]o0f1
12 0|0f46/21 |2 1|11 2] 1 22 0 Q9 39
13 211(0| 1] 2] 2] 2/ 21 100 |36|37|{0 ]| 2
14 1/46/1]0| 1] 0| 1] O] 1] 20 Q 260 | O

TABLE VI: PARAMETERS OF ROUTING RESULTS OF TRAFFIC
MATRIX M1 OVER THE NETWORK OF FIG8

Problem/ Parameter No. of used No. of LTs No. of used
Value as “avg. (%std. .LTs carrying 95% | wavelength
dev.)” of traffic links
ILP (non-optimal) 30 28 117
Static 44.7 (2.1%) 28.8 (1.5%) | 161.6 (1.6%
Incremental 49.6 (6.5%) 31.3 (2.6%) 166.1 (4.7%

The second traffic matrix, Table VII, corresponds a
measured traffic distribution taken from [9] withaffic
distributed more evenly over a large number of seur
destination pairs. The achieved ILP solution us&dlight-
trails. Solving the static problem using the pramb&euristic;
we were able to route the offered traffic over amrage of

Fig. 8 shows the 14-node NSFNET network given i [840.7 light-trails. Table and Fig. 8 show the rogtiresult

We assume a hop limit of four hops.

Fig. 8: NSFNET Topology
We solve this problem two times with two differerdffic
matrices with varying demand intensities derivemfii8]. On
solving the ILP problem for both cases; GLPK conéd find
the optimal integer solution in a reasonable rugniime.

parameters of the three solutions (optimal, statnd

incremental)

Table VII: TRAFFIC MATRIX M2 OF THE NETWORK OF FIG8

From/To |12 |3 |4 (5|6 |7|8|9]10/11]12]13|14
1 0|]2|2]0[0] 0 0 20 2 0 0 2 0 O
2 60| 6| 2| 6] 4 2 8 2 § 2 184]|6
3 0/(0j0| 0| O] O O O g q ¢ D O
4 012(8|0] 2] 22 2202 22 2 4 0 2
5 0]32|10{2 | 0] 2| 6| 3012|10{0 |38|6 | 4
6 01412 4][ 2] 0 2 20 2 4 0 2 0 2
7 2112(48|2 12| 4| 0]48|10(12| 2 |34{ 0 |16
8 2130|48| 6 [12]| 2 |46/ 0 [22|16| 6 |24| 4 | 8
9 4110(18| 4 |12| 4 |12]28| 0 |18| 8 |48|12]| 2
10 0]16/6 | 2]12/6 | 4|28/ 4|0 4|10 4|2
11 0122|200 2 222 4 0 2 0 2
12 2112{2 | 411212 | 4|20/14|12{6 |0 2| 2
13 0/0j0| 0| O] O O O g q ¢ D O
14 214/8 | 6|18/ 6 |4]|14/4|0| 2| 0] 6] O




VII. CONCLUSION AND FUTURE WORK
Table VIII: PARAMETERS OF ROUTING RESULTS OF TRAFFIC

Light-trails provide a technologically feasibleattative for
MATRIX M2 OVER THE NETWORK OF FIG8

the efficient use of DWDM channels when transpgrti®

problem/ Parameter | ¢\ ceq NO-OFLTS | o seq traffic. Proper routing of traffic flows is esseaitito the
Value as “avg. (%ostd. LTs carrying 95% wavelength links . . . .
dev.)’ of traffic g establishment of I|ght.-traluls carrying more flowsr DWDM
ILP (non-optimal) 33 30 117 channel and thus achieving higher utilization.
Static 40.7 (1.2%) 28.7 (1.7%) 1413 (1.3%) We have proposed two enhancements to reducing the
Incremental 50.1 (6.3%) 35.7 (6.3%) 160 (6.2%) number of constraints and narrowing the searchespéche
ILP formulation of the light-trail routing problemVe have
10-node mesh network example of Fig. 8 also proposed a heuristic that is based on muitbate
sorting of both the set of offered flows and thecfeavailable
100 network paths. The worst-case running time compjexd the
90 1 proposed heuristic was derived.

Our heuristic gives near-optimal results in ternistlee
number of light-trails used to carry the offeredffic. It has
also been able to pack more 95% of the offerefi¢radthin a
number of light-trails that is very close to thetiopl
minimum. We have also applied our heuristic to thse of
incremental problem where we were able to only made of
the dynamic path attributes when selecting the past for
the new flow. Incremental traffic solutions wereather from
optimal and static traffic results as expected.

Our future work involves porting the proposed hsticito
the survivable case where each flow is assignesvdolink-
disjoint paths for backup purposes against linkifas.

No.of Light-trails No.of LTs carrying No.ofused
95%of traffic wavelength links

NSFNET with traffic matrix M1
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