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Abstract

In this paper we evaluate some of the media access con-
trol (MAC) protocols for high-speed metropolitan area
networks based on the dual bus architecture. These
MAC protocols are the Distributed Queue Dual Bus
(DQDB) family of protocols and the Cyclic Reservation
Multiple Access (CRMA). We carry out several simula-
tion experiments to compare the performance of DQDB
family of protocols with the CRMA protocol in overload
conditions. The results show that DQDB with Access
Protection and Priority Control (APPC) provides an ef-
ficient and simple method to provide delay and through-
put fairness and bandwidth predictability in overload
conditions. CRMA provides the fairest access method
but it suffers from wasting bandwidth in the process of
forming a global queue.

1 Introduction

Local area networks like IEEE 802.3 CSMA/CD, IEEE
802.4 Token Passing Bus and IEEE 802.5 Token Passing
Ring operating in the range of 4-16 Mbps are widely
used in office and manufacturing applications envir-
onment. The success and wide availability of these
LLANs besides the evolution of Broadband ISDN and
the standardization of public fiber optic data networks
(e.g. SDH/SONET) operating in the Gbps level neces-
sitated the development of Metropolitan Area Networks
to bridge the gap between these networks (e.g. provide
an efficient interconnection platform) and to provide in-
tegrated services as part of the public network. The
basic requirements for a MAN include: providing a
shared medium capable of covering an area with a dia-
meter of at least 50 Kilometers, providing transmission
bandwidth in the Gbps level, and supporting multimedia
traffic services.

To fulfill the above requirements these networks re-
quire a media access control (MAC) protocol that can
operate efficiently at high speeds and long distances with
the following characteristics: providing high throughput
and low access delay, flexible in satisfying heterogeneous

traffic demands, simple to implement, operate and main-
tain, and fair with regards to access delay and through-
put distribution among access stations. Media access
protocols used in local area networks satisfy the above
requirement up to their distance coverage and bit rate
limitations. The high bit rate and long distances charac-
terizing MANSs limit the applicability of LAN MAC pro-
tocols. Using LAN MAC protocols in MANs will result
in wasting bandwidth and enormous access delays.

In this paper we describe Dual-Bus based MAN ar-
chitectures and review the details of the DQDB [8] (and
its various forms [2, 3]) and the CRMA [7] MAC pro-
tocols for MANs. We present a simulation study of the
performance of these protocols in overload conditions.

There has been considerable research in the area of
performance analysis of MAC Protocols for slotted Dual
Bus MANSs, of which we report some related work be-
low. Zuckerman and Potter [12] provide a quantitative
analysis which shows that a modification in the DQDB
draft proposal defined in [4] reduces the unfairness of the
upstream stations in favor of the downstream stations.
Tran-Gia and Stock [10] presented an approximate per-
formance model based on decomposition of the medium
access delay using embedded Markov chains similar to
that encountered in the M/G/1 queue. Van As et al.
[11] did extensive simulation on DQDB draft proposal
[5] under heavy load and overload. Their results showed
that this proposal suffered from strong unfairness which
increased with increased network bandwidth and size.
They also showed that node throughput under heavy
load strongly depends on the bus load profile at the in-
stant when heavy loading begins. Moreover, the priority
mechanism is not effective when low-priority traffic gen-
erating stations lie between the head-end and the higher
priority stations. Fdida and Santoso [1] provided sim-
ilar results using simulation and includes DQDB with
bandwidth balancing mechanism. The conclusion is
that DQDB with bandwidth balancing offers fair shar-
ing of the medium capacity and predictable perform-
ance. However, in [9] it was shown that DQDB with
bandwidth balancing fails if more than one priority level
exist.
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Figure 1: The DQDB Architecture

2 Slotted Bus Access Protocols
for High Speed M ANs

Bus based MANs can be built in a dual bus or folded
configuration as shown in figure 1. The basic compon-
ents are unidirectional Bus A and Bus B operating in
opposite directions. Two head-end stations in the dual
bus configuration and one head-end station in the fol-
ded bus configuration. Both the forward and backward
bus can be used for control signaling and data transfer.
A set of access stations are attached to both the for-
ward and backward bus via read/write tabs. A frame is
generated each 125 us. The frame is divided into slots.
The head-end A generates fixed size slots periodically.
In the dual bus configuration, the end station terminates
the forward bus and generate the same slot pattern on
the opposite direction.

2.1 The DQDB MAC Protocol

Distributed Queue Dual Bus (DQDB) is being de-
veloped as TEEE 802.6 standard. The DQDB uses a
dual slotted bus architecture. The bandwidth is divided
into fixed length slots of 53 bytes which can be used to
carry both isochronous and asynchronous traffic. The
stations access their share of the bandwidth using a dis-
tributed queueing algorithm [4, 5, 6, 8]. The slot has a
header of 5 bytes and payload of 48 bytes. The Access
Control Field Byte within the slot header contains the
following items: Type: distinguishes between isochron-
ous and asynchronous types of traffic, Busy: indicates
whether a slot is empty or occupied, REQUEST: used
to inform upstream stations that an additional segment
has been added to the distributed queue. There are 4
Request Bits for each level of priority.

DQDB MAC protocol Operation: FEach station
maintains a Countdown (CD), a Request (RC) and
Pending Request (REQ) counter for each bus and pri-
ority level. A station can be either in IDLE state or
COUNTDOWN state:

IDLE State: The station has an empty queue. The
protocol updates the station counters as follows:

o A slot arriving on Bus B with the REQUEST bit
set =—> RC = RC + 1.

e A slot arriving on Bus A with BUSY bit cleared
— RC =min(0,RC — 1)

COUNTDOWN State:

queued for transmission.

The station has segments

e The CD is decremented for each free slot passing
on A and RC counter is incremented for each slot
with request bit set on Bus B.

o If a slot with request bit cleared arrives on bus B
and REQ > 0, the station set the REQUEST bit
and decrements REQ.

State Transition:

e From IDLE to COUNTDOWN: A segment to be
transmitted arrives at the station. The contents of
the counters is changed as follows: C'D «+ RC' and
RC + 0, REQ is incremented.

e From COUNTDOWN to IDLE: When the CD be-
comes zero, the station starts hunting for the next
free slot and transmits a segment as soon as such
a slot is available. The station state then becomes
IDLE or COUNTDOWN depending on whether the

local queue is empty or not.

The above described scheme suffered from unfairness
and unpredictability of station throughput and access
delay in overload and heavy load conditions. The next
two subsections describe mechanisms that was suggested
to overcome this shortage.

2.1.1 DQDB with Bandwidth Balancing Mech-
anism

The proposal in [3] describes a bandwidth balancing
mechanism for maintaining a fair allocation of network
resources among stations before congestion on any sta-
tion may occur. Each station maintains another counter
called the Collision Avoidance Counter CA-CNTR. The
CA-CNTR is used to count the number of segments
transmitted by each station. When the counter reaches
its maximum value (maximum recommended is 7 or 8),
one of the following actions should be taken: If a station
has no segment for transmission then increment the RC
counter and reset the CA-CNTR; If a station has seg-
ments queued then increment CD counter and reset the
CA-CNTR. This effectively limits the maximum number
of segments a station can transmit.



2.1.2 Access Protection and Priority Control
(APPC) Mechanism

In order to counteract the unfairness which occurs in
the distributed queueing and have a mechanism that
controls amount of bandwidth allocated to each station,
Filipiak [2] proposed a set of access protection and pri-
ority control as follows.

Upper and Lower Protection Limits: Denote the
upper protection limit in the ith station by P and the
lower protection limit by P. The protection limits are
applied when transferring the the contents of the RC
counter to the CD counter or when the Countdown pro-
cess 1s completed as follows:

e When a packet arrives and RC' > 0

Upper Protection : CD = min(RC, P) and
RC = maz(0, RC' — P)

Lower Protection : C'D = maxz(RC, 15)

o When a segment is successfully transmitted set the
CD to P when the lower protection mechanism is
applied.

As pointed out in [2], the upper protection mechanism
eliminates the stubborn unfairness (all stations trying
to capture the total bandwidth at the same time), while
the lower protection mechanism relieves the transient
unfairness (one node trying to capture all bandwidth for
a limited time) at the expense of wasting bandwidth.

2.2 Cyclic Reservation Multiple Access
(CRMA) Protocol

CRMA is an access scheme for slotted dual bus networks
that achieves high performance even at high speeds and
throughput efficiency [7]. Moreover, by using a back
pressure mechanism, it can place an upper bound on
the worst case access delay for a station.

The header of the CRMA slots contain a reserve com-
mand partitioned into three parts such that it can carry
the 8-bit cycle number and the 16-bit cycle length. The
reserve subcommands and other commands are identi-
fied unique opcodes. All commands use a 2-bit priority
field. The CRMA access protocol works as follows:

e Head end periodically issues RESERVE commands
with cycle length set to zero and new cycle number.

¢ When RESERVE command passes a station on the
outbound bus the station can reserve slots by in-
crementing the cycle length by the number of slots
needed. The station places the cycle number and
number of reservations made in a Local Reserva-
tion Queue.

e When the reserve command bounces back to the
head end, a reservation containing cycle number
and cycle length is placed the Global Reservation
Queue at the head end.

e The head end serves each reservation by issuing a
START command containing the cycle number fol-
lowed by a number of free slots equal to the number
of reservation made by the stations.

e When a START command reaches at a certain sta-
tion it checks to see if it had previously made a
reservation at this cycle. If so it waits for the next
available slot and can transmit up to the number of
slots 1t had reserved.

The access protocol is thus highly centralized and is
based upon forming a global queue by exploring sta-
tion states ahead of allowing them to transmit. The fre-
quency of issuing RESERVE commands is crucial to the
successful operation of the network. The period between
consecutive RESERVE commands should be made less
than transmission time of a maximum length packet.
However, if reserve commands are issued at high fre-
quency then bandwidth may be wasted. We should also
note that CRMA allows for contiguous segment trans-
mission. So, if we have a packet that is divided into
many segments all segments will be transmitted consec-
utively in a single cycle. DQDB family of protocols does
not assure this.

The station delay is a function of its position on the
network. It is clear that in situations where the network
is heavily loaded the upstream stations will experience
the worst delay. The delay can be reduced by using
inbound bus for RESERVE and the outbound bus for
START.

3 Performance of Slotted Bus Ac-
cess Control Protocols

We built a discrete-event simulation model (using C) for

DQDB, DQDB with bandwidth balancing, DQDB with
APPC and CRMA. The objective of the simulation is
to study the performance of these protocols in overload.
The model is composed as follows. The traffic charac-
teristics do not change during the simulation. Packets
arrive to stations in accordance with a Poisson process.
All stations have infinite buffer capacity. The propaga-
tion speed is fixed at 200000 Km/s. The slot size on
the bus is 53 bytes and the bus bit rate is 155.5 Mbps
(366745.28 slots/s), We assumed that stations process
incoming slots in negligible time. The first station as-
sumes the role of the head end A and the last station
assumes the rule of the other head end B. All the ex-
periments were done for access on the forward bus and
neglecting slots allocated to isochronous traffic. We con-
sidered three scenarios for the experiments:

1. All stations request the full network bandwidth.

2. Each station requested bandwidth is smaller than
network capacity. But the sum of all stations re-
quested bandwidth is greater than total network
capacity.



3. A station in the middle of the bus requests band-
width significantly higher than other stations and
sum of all requested bandwidth is larger than net-
work capacity.

We performed these scenarios for two configuration of
the network:

1. A network of 5 stations equally spaced and bus
length = 120 Km.

2. A network of 15 stations equally spaced and bus
length = 140 Km.

The results obtained for each station include: 1) node
throughput in Mslots/s (and confidence interval), 2)
access delay in msec (and confidence interval), and
3) mean queue length (and confidence interval) (not
shown). In the results we show only throughput and
access delay since the delay can be used to estimate the
queue length. Each simulation is run for a period of
30000 slots (82.1 msec) and is repeated 10 times, start-
ing with an empty queue at each station. The confidence
intervals obtained were very narrow and therefore, we
are not showing the confidence intervals in the figures.

Results for the Five Stations Bus

Figures 2(a) and 2(b) shows the results for scenario 1.
In this case, CRMA and DQDB-APPC provide similar
throughput and access delay for all the stations inde-
pendent of their position on the bus while DQDB and
DQDB-BWB give preference to the upstream stations.
Figures 2(c) and 2(d) shows the results for scenario 2.
Again, we notice similar response as in scenario 1 but
the three upstream stations get similar share of the band-
width and access delay. In figures 2(e) and 2(f) we show
the results for scenario 3. In this case, DQDB-APPC
fails to provide fair access to the bus. Station 3 which
is requesting nine times more bandwidth than the other
station is given less bandwidth and suffers from excess-
ive delays. CRMA still manages to provide fair access
for all stations. Similar behavior to scenarios 1 and 2
is observed for DQDB and DQDB-BWB with station 3
getting more bandwidth than the rest of the stations.

Results for the Fifteen Stations Bus

Figures 3(a) and 3(b) shows the results for scenario 1.
Similar behavior as in the five stations case is observed.
For scenario 2, the behavior was similar to the five sta-
tions case also and is not shown. In figures 3(c) and 3(d)
we get some interesting results. We note that CRMA
provides more bandwidth to station 8 than the rest of
the stations. The bandwidth is divided among the ac-
cess nodes proportional to their requested bandwidth
except for station 14 whose share of the throughput is
significantly lower than the other stations with similar
bandwidth requirements. Tt is not clear why CRMA be-
haves like this in this scenario. DQDB-APPC provides
equal share of the bandwidth to the stations while sta-
tion 8 experiences more delay. However, the unfairness
is not as strong as in the five stations case. In the DQDB
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Figure 2: (a),(b) Throughput and access delay of sta-
tions under different MAC protocols with each station
requesting full bandwidth. (c),(d) Throughput and ac-
cess delay of stations under different MAC protocols
with each station requesting 0.3 full bandwidth. (e),
(f) Throughput and access delay of stations under dif-
ferent MAC protocols with each station requesting 0.1
full bandwidth except station 3 which requests 0.9 of full
bandwidth

and DQDB-BWB cases, throughput decreases as a func-
tion of station number until we reach station 8 where the
throughput increases abruptly and then the rest of the
stations get equal bandwidth (less than that of station
8). Delay distribution also depends on the station loc-
ation on the bus with the lowest access delay near the

head end.

From the above results, we can see that CRMA
is the best protocol since it used a global queue for
requests.  However, it wastes bandwidth compared
to DQDB-APPC since some of the available band-
width is consumed in the process of forming the global
queue. DQDB-APPC fails in the case when one sta-
tion has much more traffic demands than other stations.
However, in this situation, the station requesting more
bandwidth is allowed more bandwidth but the access
delay is higher than the other stations.
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Figure 3: (a), (b) Throughput and access delay of sta-
tions under different MAC protocols with each station
requesting full bandwidth. (c), (d) Throughput and ac-
cess delay of station under different MAC protocols with
each station requesting 0.1 of full bandwidth, except sta-
tion 8 which requests 0.7 of total bandwidth

4 Conclusions

The simulation model shows that a simple distributed
mechanism like DQDB-APPC is comparablein perform-
ance to a more complex protocol like CRMA. DQDB-
APPC can provide fair sharing of the medium ca-
pacity and predictable performance under heavy load
and overload in an independent manner of the initial
conditions of the network. We conjecture that the
APPC mechanism can be used in multi-priority net-
works successfully. However, efficient implementation
of DQDB-APPC should adjust protection limits adapt-
ively. CRMA provides the best overall performance in
exchange of wasting a portion of the bandwidth in form-
ing global queue by using RESERVE and START com-
mand. There are many ways in which the work presen-
ted here can be extended. The arrival process can be
modeled by a distribution or stochastic process which
can describe the bursty nature of the traffic. Also a lim-
ited buffer size can be imposed on the stations so we
can measure the probability of loss of a segment and/or
packet. Testing whether using inbound bus in CRMA for
reservation will enhance the downstream stations delay
with respect to upstream stations. In order for DQDB-
APPC to be cost effective, it should be capable of ad-
aptive adjustment of limits, bounds and thresholds to
changing load conditions and position of active stations.
Control stations can be added to the network to perform
maintenance, control, and testing. Alternatively, user
stations can serve as control stations if needed. Traffic
management would consist of measuring channel util-
ization, collecting information from other stations and
recalculating flow control thresholds.
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